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Community Collaborators/Partners
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Broader Community
Benefits
-Increased Understanding
-Publications
-Contributions to NWP
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-Non NOAA Modeling Advances ! <4~ ~
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LM Forecast Goals* N
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EPIC Process / Budget / Communications / Legislative Affairs
Prog Fam | designed to accelerate the R20 process
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Building Open and Dynamic Collaboration within the Earth Sciences Community

Software
Infrastructure

Cloud-based
High
Performance
Computing

Scientific
Innovation

Software
Engineering

User Support
Services

Prediction
Innovation

Center (EPIC) External

A Engagement
and
Community

Management
and Planning

Contracted Service
(External)

NOAA Program
(Internal)

EPIC
Infrastructure

Future Plans:

Cl/CD

Repeatable Application runs
Fail Quickly

Enhanced testing frameworks
Advanced User Support
Configuration Management
Cloud configuration scripts
Community Tools

Unified Workflow
Community Events
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CI/CD Pipeline - Repeatable Innovation
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Pipeline Gates

Average Build time

Average time per gate
Average build time per platform
Code Coverage

Forecast Skill

Checkout Source

Pull source code from GitHub and stage the data for analysis before deployin

Code code.
. . Run available unit tests for projects and ensure that the tests run as expectec
Unit Testing . . .
Collect code coverage metrics for the available baselines.
Lint (Flake 8) Perform static code analysis that enforces style consistencies across progran
languages.
Dependency Check |Scan third-party libraries and modules for current vulnerabilities.
Build the Cloud |Terraform/Cloudformation scripts will create a repeatable process for deployir
Stack applications.

Lint Cloud Stack

Examine the cloud stack template and return various suggestions.

Nag Cloud Stack

Pinpoint security vulnerabilities in cloud stack templates.

Scan Secrets

Scan for any improper use of security passwords or credentials.

Static Code
Analysis

Scan code in all programming languages using SonarQube to determine curr
vulnerabilities, maintenance issues, and defects. Note: SonarQube also has t
ability to utilize architectural metrics such as cyclomatic complexity and
maintainability metrics. Cyclomatic complexity as the example infers is a valut
tells the ability that a new engineer will be able to come in and maintain the bz
If the number is high, then you have an application that is tough to upkeep, sc
tracking this number over time will make sure that your application is easy to
maintain, which in turn reduces technical debt costs.

Package/Pull
Artifacts/Deploy

This gate sequence will package up the artifacts and the application and depl
application as needed after completing all quality gate checks.

Run Regression
Tests

Run a list of regression tests to test the overall end-to-end functionality.




C1/CD Pipeline

® Master Pipeline:
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EPIC Dashboard - Pipeline

EPIC CI Build Status - ufs-srweather-app

Last updated: Sun Mar 12 22:42:01 PDT 2023

timestamp PR-build inProgress result WE2E-tests S3-artifacts
2023-03-10 15:29:36|[ufs-srweather-app/job/pipeline/job/PR-667/1/|[true
cheyenne-intel
2023-03-10 17:13:46||ufs-srweather-app/job/pipeline/job/PR-663/1/||false 3098 FAILURE Jg;f;;lfﬂ [srw_build-cheyenne-gnu log ~]
lorion-intel
2023-03-08 17:06:26|[ufs-srweather-app/job/pipeline/job/PR-657/3/||[false 518.3 FAILURE srw_build-cheyenne-gnu_log ~ |
2023-03-08 17:00:05|[ufs-srweather-app/job/pipeline/job/PR-657/2/||false 1 FAILURE ~
2023-03-08 16:53:00|[ufs-srweather-app/job/pipeline/job/PR-657/1/||false (o] FAILURE ~
chei enne-intel
2023-03-10 15:08:26|[ufs-srweather-app/job/pipeline/job/PR-656/1/||false 2749 [gaca-intel | srw_build-cheyenne-gnu_log ~
jet-intel
lorion-intel
che\'enne—zrm
- 1
2023-03-08 19:16:35|[ufs-srweather-app/job/pipeline/job/PR-650/1/||false 4387 FAILURE Z::: intel | srw_build-cheyenne-gnu.log ~
liet-intel
che\'enne—zrm
1
2023-03-09 01:43:47 |[ufs-srweather-app/job/pipeline/job/PR-637/2/||false 117 FAILURE ;::; imtel | srw_build-cheyenne-gnu_log ~]
;et—mtel
2023-03-08 16:29:15|[ufs-srweather-app/job/pipeline/job/PR-637/1/||false 554.5 FAILURE | srw_build-cheyenne-gnu.log ~ |
1
2023-03-06 16:44:27 [ufs-srweather-app/job/pipeline/job/PR-632/1/||false 167.3 FAILURE |- " o1 | srw_build-cheyenne-gnu.log ~]
[jet-intet
chevenne-gnu
cheyenne-intel
2023-02-24 18:37:40||ufs-srweather-app/job/pipeline/job/PR-628/1/||false 2185 caca-intel [ srw_build-cheyenne-gnu log ~
jet-intel
lorion-intel
chevenne-gnu
1 intel
2023-03-03 18:51:37 |[ufs-srweather-app/job/pipeline job/PR-627/1/||false 432.1 FAILURE |0 intel * | srw_build-cheyenne-gnu_log ~|
|Je| intel
che\'enne —gnu
intel
2023-02-23 16:30:45 |[ufs-srweather-app/job/pipeline job/PR-626/1/||false 140.6 intel T srw_build-cheyenne-gnu_log ~|
EI intel
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