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Vision: An interagency partnership working to become a world leader in applying satellite data
and research to operational goals in environmental analysis and prediction.
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Collaborative working practices
v' Lean project management

v' Leader in automated testing, CI/CD

v Pathfinder in cloud HPC and containers

v" Shift in software portability 12

v" Agile/SCRUM methodology 1,0

v Champion of Open Science 1,C
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1,800+ automated unit, function, integration tests

1st to demonstrate value of super-containers

fferent HPC configurations supported (23 tested)
Porting time from several months to few days

v Community training &/ ]
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Quarterly roll-up releases (24 repositories + 479 package

K 500+ padawans (7 JEDI Academies, online tutorials) /

Success Metrics " Public Releases A
176 current contributors (60+ FTEs) i B =5 A
I_ 2023-01-09 JEDI-SKYLAB v3
2023-04-17 JEDI-SKYLAB v4

)+ PRs/commits/comments per week 2023-07-17  JEDI-SKYLAB VS
),000+ lines of open-source code (github.com/jcsda) FOHOET

1st to port FV3-GFS pre-operational model to AWS (2018)EE= 23 s i8N



Consortium of Jointness: scientific diversity without reinventing the wheel

Goals - Next-generation unified DA for Earth system science
* Increase R20/02R transition rate
* Improve science productivity and code performance
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Phase 1: match skills of operational systems

GEOS-FP NEPTUNE U.S. AIR FORCI GFSv18
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https://skylab.jcsda.org/
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JCSDA

Skylab Data Viewer

Experiment analysis of air_temperature at level 100 in K

min= 236K max; 299.4K mean= 272.4K stdv= 15.85K
skylab-atmosphere-land-4_0 v 180°W 120°W 60°W 0° 60°E 120°E 180°E

Observation Type:

= - UFS DA experiments:
- - Aerosols (GOcART)
. - Marine (MOMé/CICES)

- Atmosphere / land
(FV3ATM, NOAH-MP)

Window Length:

P8 kd 180°W 120°W 60°W 0° 60°E 120°E 180°E

- T
240 250 260 270 280 290



https://skylab.jcsda.org/

Real-world system hardening
* Coarse scientific quality assurance

Support agencies

JCSDA Product Management transition to operations
SKYLAB

Workforce training &
community engagement

* Training staff & community
* Open source, agile, CI/CD

* Rapid integration of innovation
* Pathway to next-generation DA
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Lab (Large)

Point of convergence for rapid
prototyping & validation with
quarterly releases (soft + expt)

Continuous delivery of functional
system for downstream operations
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Stage 0

File Panels Refresh Servers Tools Help
) Orion-login-3 | 8=60s i=0: | Q& OV O & 1?2

_—Onon-logln-.‘i

~ [ orion-login-3

» [ ]ao01
» | |a020
~ [[]boo3

createExperiment
» | getjediSource
» [ |buildjedi
» | getFixFilesGFS
» [ |getstaticObs
» | getini
~ [Jan
DATE: 2021-08-01T00:00:00Z
cycle=0..
» [ |startCycle
» | getObservationsatms_n20
» | getObservationsraoh
» | getBackgroundGFS
» | |variational
» [ |forecast
» [ |saveAnalysisGFS
» | [saveForecastGFs
» [ ]saveFeedbackatms_n20
» [ |savePlotsatms_n20
» [ ]saveFeedbackracb
» | [savePlotsraob
» [ Jendcycle
» [ |finishExperiment

Testbed (SkyLab-Medium)
*  Turnkey solution for real-world
community experimental testbed

* Experiment as a Service
*  Data Store (ingest pipelines)
*  Generic build & workflow
*  Configuration management
*  Diagnostics dashboard
°*  Multi-platform
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Number of Experiments,
Cost & Fidelity

Online tutorials

NOAA HPC
Allocations

°
7 JEDI Academies
High Cost & High Fidelity aaa 500+ padawans

(35 univ. + 11 private + 9 interna.)

Operations

E Suite

Cloud High
Performance
Computing

Desktops &
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RD Suite

JEDI-EDU (SkyLab-Small)

* End-to-end package to download
+ learn + experiment + evaluate
within minutes on laptop

* Integrate in university curriculum
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Final Remarks

* JCSDA has found a unique and efficient way to manage jointness
and provide demonstrable value to partner agencies.

* NOAA, NASA, USAF, Navy, NCAR, Met Office critically dependent on JEDI.
Operational implementation within grasp; will unlock transformative
technologies.

* Vision of success
* World-class use of Earth observations
* Coupled multiscale Earth system data assimilation
* Advanced algorithms (hybrid Al/ML) scaling on future HPCs
* Continuous innovation with rapid transition to operations
* Community engagement and collective resilience
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